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Abstract
Main objective of this paper is to present concept of (u1,u2) dichotomy. To be precise, we present sc
conditions for (j4,l) — dichotomy under small perturbations associatedh Witonecker product Sylvester Matr

differential homogeneous System,
X' (1) =AM@)X({)+X(t)B(t) in Loo.
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Introduction
In this paper we focus our attention to study

(Uy,lp) — dichotomy for the first order Matri

Sylvester differential

X =A(t)X+XB(t)
(1.1)
Where A(t) and B(t) are matrices of order nxeJ,
where J=[§,tj],-0 <ty <t; <. The authors Murty
Kumar and Rao{[1],[5] [6]} were developed tI
results ¥-dichotomies of linear dynamic system
the form (1.1). Here we provide the more interes
and more challenging result (y,) — dichotomy
under small perturbations associated with Krone
product Sylvester Matrix differential homogene!
System,

Preliminaries

In this section we give a short over view on st
basic results on Kronecker product techniques
are importah for the present treatment of ;) —
dichotomy.

Definition. [4] If P, QIC™" are two squar
matrices of order ‘n’ then their Kronecker prodoc
direct product or tensor product) is denoted b [

n2 Xn2 . . .-
QucC is defined to be partition mat
pllQ ple T pan

PDQ: p2:1Q p2:2Q p2:nQ

ple pan pan
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We shall make use of vector valued function denbteiec
P of a matrix P={p,;} JC™" defined b

_P_l_
P.Z Pyj

P2

where P,_ 1< j<nitis clear

pnj

L Pn ]

that VecP is of order °n
The Kronecker product has the following properidg

1.(POQ) =P 0OQ (Pdenote the transposof P)
2. (POQ)*=P'0Q"

3. The mixed product rule(
(POQ)((MON)=(PMUOQN).This rule holds good,

provided the dimension of the matrices are such tha
various expressions exist.
4.1f P(t) and Q(t) are matrices, tt

(POQ) =P 0Q (=d/dt)
5. Vec(PYQ)=(Q* OP)VecY
6.I1f P and Q are matrice®th of order nxn the

(i) Vec(PX)= (I, U P)VecX

(i) Vec(XP)= (P* LI, )VecX
Now we apply the vec operator to the system (
and using the kronecker product techniques, thel
corresponding kroenecker product system

Sylvester Matrix differential system associatedh
1.1)is
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X'®) =[BT Olp)+(1n 0 AIX()
2.1)

= ¢ =G

(2.2)

where G=[(B" O1.)+(I,0OA)],

A

@= X , G(t) is a continuous matrix od [J R"
Lemma[l] Let Y(t) be the fundamental matrix of
X'(t) = A(t) X(t) and W(t) is a fundamental matrof

X' = BT(t)X(t), then (W Y)(t) is the fundamental
matrix of (2.2).

Definition. If p; and |3 are continuous real valued
functions on J, the system

@) =G(t)@t) , will be said to have an (ju,) —
dichotomy if there exists supplementary projections
Pl and B { where FI =R1 |:| Ql, P2 = Rg I:] Qg, qu

R.

and Q, Q are projections of fundamental matrices
Y(t) and W(t) respectively}

and

2
on R™ and a constant L > 0 such that

[ MORW DY) s e umaT

(t-s)(-1)* >0,i=1,2 (2.3)

In the case that and |4 are constants,
the system (2.2) is said to have an exponential
dichotomy if | <0 < |, and an ordinary dichotomy
if Hi= pp =O0.

The condition (2.3) is readily seen to be equiviaten

t .
lwov)ORY| < expf 4 MaT|woVERY], fe-9-)0V20i=12 (24
S

lwoyymrwov)? <L, i =
1,2. (2.5)
Condition (2.5) says that the angle between

(VVEY)PiR”2 (i=1,2) remains bounded away

from zero .The interesting cases are where J &snd

R. Continuing now onwards we suppose that J=R.
J.S. Muldowney in [3] had introduced this definitio
and three sets of necessary and sufficient dondit

for a( W, )- dichotomy in terms of Lyapunov
function are given. A practical critetria for dichay

is given in each result, including the extension to
unbounded matrices of criteria which depend on a
concept of diagonal dominance fo6(t). An
asymptotic analysis also given for subspaces of the
solution set by means of the associated compound
equations.

This paper is devoted to further investigationshié
concept of dichotomy. More precisely we prove that,
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under suitable conditions on (; |4 ),this type of
dichotomy has the roughness property with respect t
small perturbations irL”.

Roughness of a (i, L) — dichotomy

In the proof of the roughness property of a; ,(4b
)-dichotomy, it will be very important that the
following “functions”:

u ()= [exp({I D[4 (T) - 1, (T)}dT)dS

—00 s

(3.1)

V() = [exp({1 O[4,(T) - w(T)}dT)dS

(3.2)

be well defined and bounded oIR”2 .We sketch a
few facts that will help us to clarify this point.
Throughout the following ,let

v={l DF):R - C"}
bounded
Let IL] F=f, and for any ‘f' in M,

[t =sup{f ]:tOR}
The subset N of M denotes the set of almost pi&riod
functions. The subset,P of ‘N’ denotes the set of
periodic functions of period ‘w. A %n® matrix
function of R is said to belong to one of thesecega
if each column belongs to the space.
Let us define the operator
Z¢ =¢' — Go with GLOM. The operator Z is said to
be ‘regular’ if the equation
Zo = (10 F) = f, has a unique solution in ‘M’ for any
fLIM, If the equation & = f has at least one solution
in M, for each 1M, Z is said to be ‘weakly regular’.
In general, weak regularity does not imply regtari
Lemma: Suppose that[IN and

(1L F) continuous and

S@ = Iimija(t)dt <0 where aff) =l
S0 25 0

0 [ﬂ1(t) - /Jz(t)]
Then (3.1) and (3.2) are unique solutionMiof
the equations

ut(t) =1 O{(£4(t) — s (O)V(L) +1}
Vi) = 1 O{(4 (1) — V() -1}

respectively
If at) = | O[4(t) — 4,(t)] is just a bounded
function and

. 1
!tl[ns) supm;[a(T)dT <0
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When G LP,, Z is regular if and only if the only
solution of (2.2) which belongs to M is the solutip
=0.
The following result shows when a
dichotomy cannot
perturbations in
Theorem : Let us assume that system (2.2) hagia
, MK ) — dichotomy and that (3.1) and (3.2) are
bounded functions on R. If H(fJ/M and & = sup
{|H (t)| t0 R} then the
Perturbed equation

¢ =[G(t) +Ht) ]o , R
hasa (f, W) — dichotomy fors small enough
where it; =y, + 6 L5 and
H = - 6 L%.
Proof:- Since (2.2) admits a (4 [ ) — dichotomy
(2.5) holds. Then by Lemma 2
[[2],p. 40],there exists a continuously differeilia

invertible rfxn® matrix t(t) with ||r(t)||s\/§

(W W) -
be destroyed by small

Hl'_l(t)u < /2L such that the change of variables,

o=1(t)Z transforms (2.3) into the system

Z = [R®) + St ] z
(3.3)
whose coefficient matrix  R(t) £()G(t) 1(t) — T
Y(t) 1(t) is Hermitian commutes with,Rand B, and

||R(t)|| < ||G(t)||, [tOR  Moreover

Is)] = Hr'l(t)H (t)r(t)” <2Lg,0t0R

Our next object is to transform the system (3.8) &
kinematically similar system whose coefficient
matrix commutes with Pand B .

Denoting by V(t) = (W Y)() the fundamental
matrix of (2.2) and observing that

Z(t) = X ®)V(t) is a fundamental matrix of the system
Z'=R(t) Z,

of order A x i, we obtain that

satisfies

S

t
|ztypz ()| < 212 exp| 4 (T)dT (t
)(-1)7*>0,i=1.2 (3.4)
Let us define an operator ' on the space

2,12
M(R,R") of the continuous and bounded
matrix functions as follows:

BA®) = [ZORZHIN e = HNSII 1 + S(SZ(SPZ7 (1)

-Tz(t)Pzz‘l(S)[l e~ HISONN e + S(S)Z(S)RZ 7 (1)ds
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Using (3.4) and the fact that and v are bounded
2
on R" , it can be proved thag"is a contraction and

maps the ball ”H”S% into itself, if 5’ is
sufficiently small ,let H be the unique fixed point of

pin [HI<%;.

Making the transformation , Z = et H D(t)] \%

and arguing like [2] pp.42-44 then (3.3) becomes
VI =[R@) + SOV

(3.5)

where the coefficient matrices of (3.5) decomposes

into two independent sub systems. The rest of the

proof in similar manner to [2] pp 43-44.

Remark : In the case thatl1 <0 < | are constants

i.e., the system (2.2) has an exponential dichotpmy

the boundedness of “and v is automatically

satisfied.
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